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RANDOM SIGNALS & NOISE

Random Signals and Noise

Signd scan beclassified asdeterministic and random. Deterministic Signa scan be compl etely specified
as functions of time. Random signal s are those whose val ue cannot be predicted in advance. Radio
communication sgnasarerandom sgndss, which areinvariably accompanied by noise. Noiselikesignds,
also called random processes can be predicted about their future performance with certain probability of
being correct.

Probability:
Theconcept of probability occursnatura ly whenwe contempl ate the possibl e outcomes of an experiment
whose outcomes are not alwaysthe same. Thusthe probability of occurrenceof aneventA, thatis

number of possible favourable outcomes
total number of possible equally likely outcomes

P(A) = .. (i)

Two possible outcomes of an experiment are defined asbeing mutual ly exclusiveif the occurrence of
one outcome precludesthe occurrence of the other. Hence,

P(AjorA,) = P(A)+(A) .. (i)
WhereA, andA, aretwo mutualy exclusiveevents.
Thejoint probability of related and independent eventsisgiven as.

B P(A,B)
P(KJ = PA) ... (iii)

B
Where P(xj isthe conditional probability of outcomeB, given A hasoccurred and P(A, B) isthe

probability of joint occurrence of A and B.
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4 Postal Correspondence Course IN-Communication

Random Variables;

Thetermrandom variableisused to signify aruleby which areal number isassigned to each possible
outcomeof an experiment.

A random experiment with sample space S. A random variable X()) isasinglevaued real
function that assigns areal number called the value of to each sample point 3 of S.

The sample space Sis termed as domain of random variable X and the collection of all numbers
[values of ] istermed as the range of random variable X.

Therandom variable X induces a probability measure on thereal line

P(X=x)= P{A:X(W)=x}
PX<x)=P{L:X(X) <x}
Plx «x=x) =Py = XQA)<x}

If X can take on only a countable number of distinct values, then Xvis called a discrete random variable.

If X can assume any values within one are more intervals on thereal line, then X is called a continuous
random variable.

Cumulative Distribution Function (CDF):

Thecumulativedistribution functionassociaied with arandomvariableis defined asthe probability that
the outcome of an experiment will beone of theoutcomefor which X (A) < x, wherex isany given number.
If F, () isthecumul ativedistributien function then

F, (X)=-P(X<X)
where P (X <x) isthe probability of the outcome.
F, (x) hasthefollowing properties:

1 O<F(x) <1
2. F(—©0)=0,F(x) = 1
3. F(x) < F(xy)ifx, <X,

Probability Density Function (PDF):
Theprobability density functionf, (x) isdefined interms of cumulativedistribution function F, (x) as:

umziﬁm
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IN-Communication Postal Correspondence Course 5

Thepropertiesof PDF are:

1 f (x) > O,foralx
2 [f00dx =1

3, F () = [ .00

Therelation between probability and probability density canbewritten as:

P’ (X, <X<X,) = ff (x) dx

Example 1:

Consider the probability f (x) = aeX|, where X isarandom variablewhoseAllowableval uesrangefrom
X =—00 t0 X = +c0.

Fnd:

a  Thecumulativedistributionfunction F(X).

b. Thereationship between.aandb

c. Theprobability that the autcomeXx liesbetween 1 and 2.

Solution:
a Thecumulaivedigributionfunctionis:
F(x).= P(XsX)
= [f,()adx
_ jfae—b|x|
A, x<0
_ b
a —bx
—(2—¢€ x>0
b( )
j f(x)dx = 1
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6 Postal Correspondence Course IN-Communication

'Tae_blxldx = @ =
i b
a _1
= b ~ 2

¢) Theprobability that x liesintherange between 1and 2is
b ? 1
Pl<x<2) = —|eMdx==(e"-e®
( ) = j > )
Theaveragevaueof arandom variableisgivenas.
X = E(x):m: ZXiP(Xi)

where x or E(x) or m representsthe average, expected or mean value of random variable x.
Thevariance (c?) x isgivenas

o =E (x3)=m?
wherec isthe standard deviation of X.

If the average value m = 0 then

o® = E(X)?

The covariance p of two random varigblesx and y isdefined as:
u = Ef(x=m) y-my}
wherem, denotesthe correspondingmean. For independent random variables = 0.

The correlation coefficient p betweenthevariablesx andy, servesasameasure of theextent towhich
X andY aredependent. Itisgiven by

o _Exy)

6,0, ©,0,

p fallswithintherange-1<p<1.

When p =0, therandomvariablesX andY aresaid to be uncorrel ated. When random variablesare independent,
they are uncorrelated but vice versais not true.

Gaussian PDF:
The Gaussian PDF isof great importanceintheanaysisof random variables. Itisdefined as

-(x-m)?

e 262

f(x) =
) 2no?

Andisplottedinfigure below, m and o2 arethe average val ue and variance of f(x).
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IN-Communication Postal Correspondence Course 7

J\ﬂx)
1
\2no?
0.606 c | &
V21 G2
IO,ISS 26 >
V21 o2
=-"'""J — -
O M X
The Gaussian density Function
Thus, X = m= Ixf(x)dxand
Eloem? = [ (x=m)*f(x)dx = o’

—0

It can be deduced from figure that whenx-m =+ o, f (X) hasfallen to0.606 of its peak value. When
X =m+ 20, f (X) fallsto 0.135 of the peak value.

TheRayleigh PDF:
TheRayleigh PDFisdefined by

........

The Rayleigh PDF
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8 Postal Correspondence Course IN-Communication

Themean valueisgivenby R = 1/goc , themean squared value R? = 2a, and thevariancec,?=

Auto carrelation and Power Spectral Density (PSD):

A random processn(t), being neither periodic nor of finite energy hasan autocorrelation function
defined by

C— N [

R(7) = T“fl% n(t) n(t+7)dt

—

N

Wheretisknown astimelag parameter. For arandom processthe PSD G(f) isgiven as:
G(f) = FIR(#)] = j R (1) €™dr

Thus, G(f) «F s R(7) they congtituteaFourier Transform pair.

Consider adeterministic waveformv (t), extendingfrom -oo to «o. Let asection of waveform V(t) be

-T T
Selected such that V. (t) = v(t) for > to > and zero otherwise. It v4 (f) isthe Fourier Transform of

(1), v(f)I? isthe energy spectral density. Hence over theinterval T the normalized power density is

@ LAST — o0, Vo (t) > V(1)

Thus, thephysica significanceof PSD G (f), isthat
. 1 2
G(f) = im—[V.()]

Also, wecanwritethetotal energy of thesigna V (t) is

£= [160)Fo

The is known as Rayleigh’s Energy Theorem.

Propertiesof Autocorrelation function, R(t):
1. R(7)=R(-7),i.eitisanevenfunctionof time.
2. R(0) = E[X20]

3. max|R(z)|=R(0),i.e. R(z) hasmaximum magnitudeat zerotimelag.
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Propertiesof PSD, G(f):

1. G(f)isared function of frequency f for arandom process.

2. G(f)=G(-),i.e,itisanevenfunction of f.

3. G(f)>0foradlf.

Noise:
Noiseisan unwanted signal of an unpredictable nature. It can either be man made ofrnatura. The
internally generated noise dueto circuit componentsis of two types. shot noiseand thermal noise.

Shot Noise:

Thistypeof noiseispredominant in valvesand trans storsas current in these devicesisdueto flow of
discretedectronsof diffusion of eectronsand holes. The mean squarevalueof shot noisecurrentis:

1% = 2el Af amp.

Where, | ;- mean valueof current (dc)
Af-bandwidth of deviceinHz.

Thermal Noise;

Thenoiseinaconductor of res stor dueto randommotionof e ectronsiscalled thermal anoise. The
mean sgarevalue of thermal noisevoltage appearing acrosstheterminalsof theresistor Ris
Eq2 = 4KTRAf
Where,
T - the absol ute temperature
K - Boltzmann’s constant,
NoiseFigure:

Noisefigureisdefined as

_ Total available output power (due to device and source) per unit bandwidth
Total available output noise power due to the source alone

=10log,, F, givesthe Noise Factor
Termsof equlvalent noisetemperature T, we can write.
T,=T,(F-1)
Where T, = equivalent noise temperature of the amplifier or receiver whose Noise FigureisF.

T,=17°C= 290K

Wecan asowrite,
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(SNR),
~ (SNR)

output

Example 2:

A pentode having an equiva ent noiseresistance of 5 kQ isselected for Equation asan amplifier witha
signal source of emf 100 uV and an internal resistance 125 kQ2 connected acrosstheinput. Thegrid
leakageresistanceis 175 kQ. Thewidth may betaken as 10K Hz and thetemperature as 27°C. Caculate
thesignal to--ratio a the output of trheamplifier and expressthevauein dB. (Given 1.38x10% JK).

Solution:

=125
R=125K Noiseless

amplifier

-
=t

R,=175K

V.=100pV l

_RR, 125175 4
“Ry+R, 125175  “TTE

Giveinput resistance

100 x =22 5833
iy

Voltage,

=4(Ra+Ry) KTB

=4(5x 10%+ 72.92 x 10%) x 1.38 x 10%3x 300 x 10*
=1290.36 x 103 volts?

= 3.592uV

( EJ V2 (58.33]2 a7
N pentode B V2 - 3592 - '

n

10l0g,,263.7 = 24.2dB

Example: A receiver connected to an antenna whose resistance is 50 Q has an equivalent noise
temperature of 30 Q. Calculate the receiver’s noise figure in decibels and its equivalent noise
temperature.

R
=_1,30 1. 06-16
50

Sol. F=1+

o

10log 1.6 =2.04dB

Ty =T,(F-1)=290(1.6 —1) =290 x 0.6 = 174 K
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INFORMATION THEORY

Information

Theamount of information contained in an event isclosely related to itsuncertainty. For adiscrete
memoryless source (DMS), denoted by X, with symbols{x;,, X,, ... X .}, theinformation context of a
symbol isgiven by

(1)
1) = 10l picy)

Unless mentioned take base as 2 since weare dealing with binary digits

1(x) =—10g,P(x ) bits

Aver agel nformation or Entropy:
Entropy of asourceisgiven by
H(x) = - P 1og(R).=>_ P(x,)1(x;) bits/ symbol
i=1 i=1

When all the input digits have equal probability of occurrence we have maximum un-certainty and hence
and hence maximum entropy.

For example say all the m events have equal probability of occurrence

P(x) = P(X,) = P(X) = cccoe0ee. PO,) =

[H . =10g, mbits/ symbol|

Example: A sourceisgenerating 3 possible symbolswith probability % % % Find theinformation
associated with each of the symbol.
Solution: F’(Xl)=l F’(Xz)=1

4 4

I(x)=+log i
We know that 2 P(X)

Using aboveformula
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I(x,) =log, 4=2bits I(x,) =109, (4) =2 bits [(%;) =100,(2) =1bits

The probability of occurrenceof x, ishigh henceinformation associated with it will beless

I nfor mation Rate:
If thetimerate at which sourcex emitssymbolsisr (symbols's), theinformation rate R of thesourceis
givenby
R = rHb/s

11
Example: A sourceisgenerating 3 possible symbolswith probabilities of L
information. Rate if the sourceis generating one symbol per millisecond.

2
7 Find entropy and

Solution: We have

H =—X P(x) log,P(x)

1 1 1
:—{ng log, 4+Zx log, 4+EX log, 2}:—[E+E+§
H= 5 bits/symbols  r =1 symbol/millisecond

111}

Informationrate (R) =H x r

1
= EX 107 bits/second

3
R= 5 kbps

Channél Capacity of alosslesschanndl:

C=rC,=rlog,m, m-number of symbolsinx.

Channel Capacity of Additive White Gaussian Noise Channd (AWGN):
The capacity of theAWGN channel isgiven by

S
C=Blog, (1+ Nj bls........Shannon-Hartley law

where B-bandwidth

% -SNR at the Channel output

Assuming Bandwidthto beinfinite
Then
Shannon-Hartley law becomes.
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